34 redhat

A Complete Guide to SSDs

Jeff Moyer

Principal Software Engineer
Red Hat, Inc.

June 4th, 2010



w
[=1
(=]

aio-stress output for: 1 thread, 1 files

Bandwidth for I/O Depth 1

]
w1
(=]

200

Bandwidth (MB/s)
=
o wu
==

(53]
(=]

READ |y :

WRITE
RAND READ

0 RAND WRITE
9 23 24 25 26 27 28 29 10
I/0 Size (KB)
Bandwidth for |/0 Depth 8
350 r T T
:‘},: | |
[us]
= 250
£200
A
o
2
kel
c .
[ -
m 0 N M * . : : RAND WRITE
2 23 24 25 26 27 28 29 10
/0 Size (KB)

Bandwidth for I/O Depth 32

RAND WRITE

1/0 Size (KB)

Bandwidth for 1/0 Depth 128

400 T T T T
= ‘
u
[aa]
=
~ 250
L
=
T
2 READ | |
2 WRITE
© RAND READ
o RAND WRITE

9 10

110 Size (KB)

Red Hat Confidential | Jeff Moyer




aio-stress output for: 1 thread, 1 files

Bandwidth for I/O Depth 1

Bandwidth

WRITE
RAND READ
RAND WRITE

1/0 Size (KB)

Bandwidth (

B/s)

M

Bandwidth (

Bandwidth

Bandwidth for I/O Depth 8

» |

RAND READ
RAND WRITE

==}
[=]
(=]

? 2
1i0 Size (KB)

Now s W D
o o o o oo
(=N =T = == =]

Bandwidth for I/0 Depth 32
a

L

RAND READ
RAND WRITE

=
o
MMO

1/0 Size (KB)

Bandwidth for 1/0 Depth 128
Py

o4
k4

RAND WRITE

? 7
1/0 Size (KB)

Red Hat Confidential | Jeff Moyer




7 & oy
sy
ST i ;
soy

I M




NMOS Floating Gate Transistor

POLY2 o Oxide Sidewall
CONTROL GATE
Inter Poly

Tunnel -a— Dijelectric ONO

Oxide POLYA
FLOATING GATE

G
P-Type Silicon

Substrate

Red Hat Confidential | Jeff Moyer




NAND Flash Cell Array

Array Architecture & Read Operation

Array Architecture; Bitlines
« Cells are in rectangular arrays of wordlines {gates), bitlines loram
(drains), and common source l
» Product = many "blocks" of ~1M cells each VCC =l
« In NAND block, cells on a bitline are in strings of typ. 32 &
cells in series, as with NMOS transistors in a NAND gate 5v 1
* NAND has NMOS select devices at source and drain, to oV~ I
isolate one block from another =
Read: & B\ +#
« Cells are read by applying a gate voltage and testing the = :| :|
drain (bitline) current Eﬁu " # =2 Callg
» MAND: 31 cells are on, so the drain current is zero if the = '_1 '_|_
selected cell is OFF and is determined by the series . .
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Micron Flash Memory Plane
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Generalized SSD Block Diagram
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Agrawal, Nitin, et. al. “Design Tradeoffs for SSD Performance”
Proceedings of the 2008 USENIX Technical Conference, June 2008
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Flash Block

write(fd, buf, 4096);
write(fd, buf, 8192);
Iseek(fd, 0, SEEK_SET);
write(fd, buf, 4096);
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Flash Translation Layer (FTL)

LBA -> Physical Block Address

Writes proceed sequentially within a block
Re-writes are remapped (as space permits)
Requires garbage collection
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Flash Block
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Write Amplification
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Formally, write amplification, due to garbage collection,
IS the average number of actual page writes per user
page write. [HU-SYSTOR-09]

Always >1

Intel advertises 1.1! (for certain workloads)

Canbe asbada3.5o0r4

Upper bound on Program/Erase cycles (SLC: 10°, MLC
10%)

Flash storage typically over-provisioned
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Garbage Collection

Dynamic (most common)
Static
Background operations do affect performance
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TRIM

Allows the file system to inform the disk about free
blocks.

Unlink, truncate
Not supported by all devices

Some implementations are not standards compliant

Why Is this so important?

Write performance can drop anywhere from 50-75% on
a full disk!
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Alignment
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4KB = 8 512 byte blocks

Historically, partition 1 starts on sector 63.
63 * 512 = 32256
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Review
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Reads and Writes are done in units of 4KB
Erases are done In flash block sizes (128KB-512KB)
Re-writes require block remapping

Garbage collection required to scrub mostly invalid
blocks

Flash requires wear leveling, as each cell is only
capable of 10”5 or 1076 program/erase cycles
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Classes of SSDs
where the rubber meets the road

SATA/PATA Generation 0

Netbooks, etc
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Next up: The things Microsoft is doing to help us

all out!
(no, seriously!)
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Operating System Support

Need to TRIM free blocks
Mkfs, unlink/truncate
Need to align partitions properly

fdisk,parted,etc
Lvm tools

Need to drive deep queue depths to exploit parallelism
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Linux Support

Block Layer

Discard
Rotational flag
File Systems

Ext4, fat, btrfs
Mkfs trims blocks

Parted/fdisk align partitions based on exported toplogy

Utilities such as hdparm support discard operations
wiper.sh
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Windows 7

Disable defrag
Align partitions
Send trim where available for:

Format, delete, truncate, compression
o/s internal processes: snapshot, volume manager
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Are we done?

Few devices support TRIM

Ext4 TRIM usage not optimal

TRIM support in the block layer not fully fleshed out
TRIM is disabled by deafult

No support in LVM (yet)

Software RAID implementations need tweaking
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Deployment Recommendations

File Systems:

To journal, or not to journal?
relatime (default for most distros by now)
Discard support

LVM Is OK, so long as you don't plan on issue TRIM
Align partitions to erase block boundary

Deadline 1/O scheduler

RAID-0 OK

Don't write to your disk!

26 Red Hat Confidential | Jeff Moyer




SSD used for DB logs
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Frequently Asked Questions

Is the MTBF for SSDs longer than that of spinning
media?

Can/Should | put swap on my SSD?
Is an SSD worth the money?
Can | use my SSD in a RAID set?
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Further Reading
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